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1 Overview

Cloud storage services have emerged to address the
increasing demand to store and process huge amount
of data, generally alluded as “Big Data”. Typically,
organizations store the huge volume of data to various
clouds.
Cloud computing offers organizations the ability to

manage big data and process themwithout the cost and
burden of maintaining and upgrading local computing
resources. However, efficient utilization of clouds for
big data imposes new challenges in several domains. In
this chapter, we discuss challenges in big data storage,
distribution, security, and real-time processing. It is
also explained how clouds can be instrumental for
big data generated by Internet of Things (IoT). An
overview of popular tools or services that are available
in clouds for big data analytics is depicted. Finally,
there is a discussion on future research directions in
these areas.

2 key Research Findings Big
Data in the Cloud

2.1 Storage Levels for Big Data in the
Cloud

A cloud storage consists of enormous number (order of
thousands) of storage server clusters connected by a
high-bandwidth network. A storage middleware (e.g.,
SafeSky (R. Zhao et al. 2015)) is used to provide dis-
tributed file system and to deal with storage allocation
throughout the cloud storage.
Generally, cloud providers offer various storage lev-

els with different pricing and latencies. These storage
levels can be utilized to store big data in the cloud, de-
pending on the price and latency constraints. Amazon
cloud, for instance, provides object storage, file storage,
and block storage to address the sheer size, velocity,
and formats of big data.

Object storage is cheaper and slower to access, gen-
erally used to store large objects with low access rate
(e.g., backups and archive data). This type of stor-
age service operates based on Hard Disc Drive (HDD)
technology. Amazon simple storage service1 (S3) is an
example of Object storage service (J. Wu et al. 2010).

File storage service is also offered based on HDD
storage technology. However, it provides file system in-
terface, file system access consistency, and file locking.
Unlike Object storage, file storage capacity is elastic
which means growing and shrinking automatically in
response to addition and removal of data. Moreover,
it works as a concurrently-accessible storage for up to
thousands of instances. Amazon Elastic File System2

(EFS) is an example of such type of storage.

Block storage level is offered based on Solid-State
Drives (SSD) that provide ultra-low access latency. Big
data with frequent access or delay sensitive can be
stored in this storage level. Amazon Elastic Block Store
(EBS) is an example of Amazon cloud service offered
based on block storage. High-performance big data
applications commonly use these to minimize their
access latency.

1https://aws.amazon.com/s3/
2https://aws.amazon.com/efs/
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2.2 Storage-Efficient Cloud Big Data

Data could be replicated based on their demands of
various forms. However, we would face storage and pro-
cessing difficulty if we stored different possible forms
of big data. Intelligent solutions can be applied to de-
termine hot (popular) data points (e.g., top viewed
YouTube video) to replicate in several formats (Dar-
wich et al. 2019). The remaining slight accessed data
should be processed to replicate on-demand. This can
be helpful to reduce big data storing cost and also
ease the situation where we have storage limitation,
particularly, edge nodes (Veillon et al. 2019).

2.3 Cloud versus Edge: Persistence
versus Distribution

Although clouds provide an ideal environment for big
data storage, the access delay (aka latency) to them is
remarkable due to their centralized nature (Terzo et al.
2013). The delay can be particularly problematic for
frequently accessed data (e.g., index of big data search
engine). As such, in addition to storage services, other
cloud services need to be in place to manage distri-
bution of big data so that the access delay is reduced.
That is, separating the big data storage cloud services
from the content distribution services.
Content Delivery Network (CDN) is a network of

distributed servers aiming to reduce data access delay
over the Internet (Pierre and Van Steen 2006). The
CDN replicates and caches data within a network of
servers dispersed at different geographical locations.
Cloud providers offer distribution services through
built-in CDN services or by integrating with current
CDN providers. For instance, Amazon cloud offers
CloudFront (Dignan 2008) CDN service. Akamai, a ma-
jor CDN provider has been integrated with Microsoft
Azure cloud to provide short delay in accessing big data
(Sirivara 2016). Figure 1 depicts how CDN technology
operates. As we can see in this figure, upon receiving a
request to access data, CDN control server caches the
data in the nearest edge server to deliver it with the
minimum latency. Cloud providers offer distribution
services through built-in CDN services or by integrat-
ing with current CDN providers. For instance, Amazon
cloud offers CloudFront (Dignan 2008) CDN service.
Akamai, a major CDN provider has been integrated
with Microsoft Azure cloud to provide short delay in
accessing big data (Sirivara 2016).
More recently, fog/edge computing paradigm has aug-

mented the caching ability of CDN technology by in-
tegrating processing ability to it. To reduce latency
and provide an uninterrupted service, Veillon et al.has
developed a fog computing platform that processes
the contents in a lazy (i.e., on demand) manner for a
particular geographical area. This is particularly use-
ful for scenarios where multiple versions of the same
content is required (e.g., in video streaming platforms
(Li et al. 2016)). However, contents that are highly

demanded in that geographical area (e.g., hot video
contents (Darwich et al. 2019)) can be still cached in
multiple formats by the fog server.
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Figure 1: CDN technology helps to minimize access latency for
frequently-accessed big data in the cloud.

2.4 Cloud and Big Data Security

One major challenge in utilizing cloud for big data is
security concerns data owners. They do not have full
control over their data hosted by clouds. The data can
be exposed to external or, more importantly, to internal
attacks.
A survey carried out by McKinsey (Arul Elumalai and

Tandon 2016) showed that security and compliance
are the two primary considerations in selecting a cloud
provider, even beyond cost benefits. Recently, external
attackers performed a Distributed Denial of Service
(DDoS) attack that made several big data dealing or-
ganizations (e.g., Twitter, Spotify, Github) inaccessible.
Prism (Greenwald and MacAskill 2013) is an exmaple
of an internal attack launched in 2013. In this section,
we discuss major security challenges for big data in
the cloud and current efforts to address them.

2.4.1 Security of Big Data Against Internal At-
tackers

In addition to common security measures (e.g., log-
ging or node maintenance against malware), user-side
encryption(Salehi et al. 2014; Jason Woodworth et al.
2016) is becoming a popular approach to preserve the
privacy of big data hosted in the cloud. That is, the
data encryption is done using user’s keys and in the
user premises, therefore, external attackers cannot see
or tamper data. However, user-side encryption brings
about higher computational complexity and hinders
searching big data(Zobaed et al. 2019).
Several research works have been undertaken re-

cently to initiate different types of search over en-
crypted data in the cloud. Figure 2 provides a tax-
onomy of research works on the search over encrypted
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data in the cloud. In general, proposed search meth-
ods are categorized as search over structured and un-
structured data. Structured searches can be further
categorized as SQL-aware, property-preserving, and
format preserving encryption. Unstructured searches
can be further categorized as keyword search, regular
expression (regex) search, and semantic search.
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Figure 2: Taxonomy of different types of search over encrypted
big data in the cloud.

Privacy-Preserving query over encrypted graph-
structured data (Cao et al. 2011), cryptDB (Popa et al.
2012), and dragonfruit (Rozier et al. 2013) are the
instances of search over encrypted structured data. Se-
cureNoSQL (Ahmadian et al. 2017), SemiLD (Kettouch
et al. 2019, and XSnippets (Naseriparsa et al. 2019) are
the instances of search over encrypted semi-structured
data. REseED (Salehi et al. 2014), SSE (Curtmola et al.
2006) S3C (Jason Woodworth et al. 2016) are tools
developed for regular expression (Regex), keyword,
and semantic searching respectively over unstructured
big data in the cloud.
Big data integrity in the cloud is another security

concern. The challenge is how to verify the data in-
tegrity in the cloud storage without downloading and
then uploading the data back to cloud. Rapid incoming
of new data to the cloud, makes verifying data integrity
further complicated (D. Chen and H. Zhao 2012). Tech-
niques such as continuous integrity monitoring are ap-
plied to deal with big data integrity challenge in the
cloud (Lebdaoui et al. 2016).

2.4.2 Security Against External Attackers

External attackers are generally considered as potential
threats to the cloud that handle big data. If a cloud
face external attacks, user’s data will be leaked and
controlled by attackers. So, implementing security on
cloud that handle big data is a challenge.
Researches have been done to address security issue.

For instance, a layered framework (Reddy et al. 2012)
is proposed for assuring big data analytics security

in the cloud. It consists of securing multiple layers,
namely virtual machine layer, storage layer, cloud data
layer and secured virtual network monitor layer.

2.5 Real-time Big Data Analytics in the
Cloud

Cloud big data can be subject to real-time processing
in applications that detect patterns or perceive insights
from big data. For instance, huge index structures need
to be accessed to enable a real-time search service in
S3C(Jason Woodworth et al. 2016). Other instances,
for big data analytics are sensor, financial data , and
streaming data (Hu et al. 2014).
The faster organizations can fetch insights from big

data, the greater chance in generating revenue, re-
ducing expenditures, and increasing productivity. The
main advantage of separating storage from distribution
is to help organizations to process big data in real-time.
In most cases, such type of collected data are raw and
noisy, thus, are not ready for analysis. Hence, a further
processing is required before analysis.

2.6 Cloud-based Big Data Analytics
Tools

Unlike conventional data that are either structured
(e.g., XML, XAML, and relational databases) or un-
structured, big data can be a mixture of structured,
semi-structured, or unstructured data (X. Wu et al.
2014). It is approximated that around 85% of total
data comes from organization, are unstructured and
moreover, almost all the individuals generated data are
also unstructured (Pusala et al. 2016) . Such hetero-
geneous big data cannot be analyzed using traditional
database management tools (e.g., relational database
management system (RDBMS)). Rather, a set of new
cloud-based processing tools have been developed for
processing big data (M. Chen et al. 2014).

NoSQL- NoSQL (generally referred to as “Not Only
SQL”) is a framework for databases that provides high-
performance processing for big data. In fact, conven-
tional relational database systems have several features
(e.g., transactions management and concurrency con-
trol) that make them unscalable for big data. In con-
trast, NoSQL databases are relieved from these extra
features and lend themselves well to distributed pro-
cessing in the clouds. These database systems can
generally handle big data processing in real-time or
near real-time. In this part, an overview of the NoSQL
databases offered by clouds is explained.

• Hadoop MapReduce– MapReduce framework
was published by google in 2005 (Dittrich and
Quiané-Ruiz 2012). Hadoop is an open source
implementation tool based on MapReduce frame-
work developed by Apache (Vavilapalli et al.
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2013). Hadoop is a batch data analytics tech-
nology that is designed for failure-prone com-
puting environments. The specialty of Hadoop
is that developers need to define only the map
and reduce functions that operate on big data
to achieve data analytics. Hadoop utilizes a spe-
cial distributed file system, named Hadoop Dis-
tributed File System (HDFS), to handle data (e.g.,
read andwrite operations). Hadoop achieves fault-
tolerance through data replication. Amazon Elas-
tic MapReduce (EMR)3 is an example of Hadoop
framework (Jourdren et al. 2012) offered as a
service by Amazon cloud. Amazon EMR helps to
create and handle elastic clusters of Amazon EC2
instances running Hadoop and other applications
in the Hadoop system.

• Key-Value Store– key-value database system is
designed for storing, retrieving, and handling data
in mapping format where data are considered as
a value and a key is used as an identifier of a
particular data as becausekeys and values are
resided pairwise in the database system. Amazon
DynamoDB4, GoogleBigTable5, and HBase6 are
examples of cloud-based key-value store databases
to handle big data.

• Document Store– These database systems are
similar to key-value store databases. However,
keys are mapped to documents, instead of values.
Pairs of keys and documents (e.g., in JASON or
XML formats) are used to build data model over
big data in the cloud. This type of database sys-
tems are used to store semi-structured data as
documents, usually in JSON, XML or XAML for-
mats. Amazon cloud offers Amazon SimpleDB7

as a document store database service that creates
and manages multiple distributed replicas of data
automatically to enable high availability and data
durability. Data owner can change data model on
the fly, and data is automatically indexed later on.

• Graph Databases– These database systems are
used for processing data that have graph nature.
For instance, users’ connections in a social network
can be modeled using a graph database (Shimpi
and Chaudhari 2012). In this case, users are con-
sidered as nodes and connections between users
are represented as edges in the graph. The graph
can be processed to predict links between nodes.
That is, possible connections between users. Gi-
raph 8, Neo4j9, and FlockDB10 are examples of
cloud-based graph database services. Facebook,
a large social networking site is currently using

3https://aws.amazon.com/emr/details/hadoop/
4https://aws.amazon.com/dynamodb/
5https://cloud.google.com/bigtable/
6https://hbase.apache.org/
7https://aws.amazon.com/simpledb/
8http://giraph.apache.org/
9https://zeroturnaround.com/rebellabs/examples-where-

graph-databases-shine-neo4j-edition/
10https://github.com/twitter-archive/flockdb/

Giraph database system to store and analyze their
users’ connections.

In Memory Analytics- These are techniques that
process process big data in the main memory (RAM)
with reduced latency (Dittrich and Quiané-Ruiz 2012).
For instance, Amazon provides ElasticCache11 service
to improve web applications’ performance which at pre-
vious generally relied on slower disk-based databases.
Beside that there are also tools for performing in mem-
ory analytics on the big data in cloud such as Apache
Spark, SAP, and Microstrategy (Sultan 2015).
Different big data analytic tools introduced in this

section are appropriate for different types of datasets
and applications. There is no one perfect solution for
all types of big data analytics in the cloud.

2.7 IoT Big Data in the Cloud and Edge

The Internet of Things (IoT) is a mesh of physical de-
vices embedded with electronics, sensors, and network
connectivity to collect and exchange data (Atzori et al.
2010). IoT devices are deployed in different systems,
such as smart cities, smart homes, or to monitor en-
vironments (e.g., smart grid). Basic work-flow of IoT
systems that use cloud services (Dolgov 2017) is de-
picted in 3. According to the figure, the IoT devices
produce streams of big data that are hosted and ana-
lyzed using cloud services. Many of these systems (e.g.,
monitoring system)require low latency (real-time) an-
alytics of the collected data. Big data generated in IoT
systems generally suffer from redundant or noisy data
which can affect big data analytic tools (M. Chen et al.
2014).

AnalyticsStorage

Processing

CloudIoT and Edge 
fdfdgghhhjjjjkss

Visualization

Machine Learning

Edge NodeIoT Devices

HDD

SSD

Figure 3: Workflow of IoT systems, from big data generation
and pre-processing them on the edge to big data
storage and analytics on the cloud.

Knowledge Discovery in Databases (KDD) and data
mining technologies offer solutions for analysis of big
data generated by IoT systems (Tsai et al. 2014). The
big data are converted into useful information using
KDD. The output of KDD are further processed using
data mining or visualization techniques to extract in-
sights or patterns of the data. Various tools such as
AWS Greengrass, AWS IoT, Dell Statistica, Splunk, Pen-
taho, Azure stream analytics function based on the

11https://aws.amazon.com/elasticache
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aforementioned work-flow in clouds to extract insights
from IoT big data with low latency (Amazon IoT 2015).
Fog and edge computing (Bonomi et al. 2012) ex-

tends the ability of clouds to edge servers with the goal
of minimizing latency and maximizing the efficiency
of core clouds. Fog computing can also be used to deal
with noisy big data in IoT (ibid.). For instance, AWS en-
ables creation of fog computing that can be pipelined to
other Amazon cloud services (e.g., Amazon SimpleDB
and EMR) for big data processing.

2.8 Cloud-based Enterprise Search Ser-
vices over Big Data

Providing access and search ability over big data is
essential and data without these abilities is not much of
use. However, organizations that deploy cloud services
for their big data are concerned about data exposure
(Woodworth and Salehi 2019; Zobaed et al. 2019).
Hence, accessing the data without exposure is required.
Enterprise search cloud services are becoming increas-

ingly popular to enable searching over and providing
legitimate access to organizational big data (Kehoe
2009). Enterprise search services often maintain a
dynamic index structure based on timely crawling in
organizational documents. Then, the user’s query is
searched against the index structure and the result-
set, referencing the relevant documents, is displayed
to the legitimate user. Amazon cloud has provided
a semantic enterprise search service named Kendra
by leveraging machine learning and natural language
processing methods. Amazon argues that their clients,
such as Woodside, 3M, and Sage have improved the
accuracy and speed of searching and accessing their
organizational documents, in compared to other exist-
ing solutions(Announcing Amazon Kendra: Reinventing
Enterprise Search with Machine Learning 2019).
We note that currently Amazon Kendra does not sup-

port enterprise search service over datasets encrypted
by the user’s key (aka user-side encryption). This leaves
the organizational data privacy concern an open ques-
tion in the cloud era. To address this concern, multiple
solutions are provided to enable semantic search over
user-side encrypted big data (Woodworth and Salehi
2019), (Zobaed et al. 2019), (Ahmad et al. 2019).
These solutions aim at performing real-time search
operation without compromising data privacy.

3 Future Directions for Research

3.1 Multi Source and Multi Cloud Big
Data Processing Solutions

It can be said that the vast amount of data produced
by business organizations or society have never been
so large (X. Wu et al. 2014). Moreover, it is being
generated from single or multiple sources and being

stored in different clouds at a significant speed. Busi-
ness industries want to get insights of big data quicker
to dominate over other competitors by increasing profit
per customer, reducing expenditures and optimizing
operational steps. However, big data processing and
analytics are still challenging jobs that require large
computational system, costly software, and effort.
Based on the wide varieties of big data and analyt-

ics requirements, there is a large number of solutions
available for data processing. Understanding business
requirements are important to choose proper tools to
access big data. Developments of APIs may explain
the big data analytics problem briefly to the users and
suggest solutions (Assunção et al. 2015).
Besides that, big data may come from multiple

sources and there may be required real-time analysis.
But if there is limited and fixed number of computa-
tional systems to process, processing will be impacted.
So. cloud infrastructure should have more rapid elas-
ticity capacity to handle the large amount of suddenly
incoming data as quickly as possible.

3.2 Cloud Big Data and Serverless Com-
puting Paradigm

A serverless computing (e.g., AWS Lambda ) allows de-
velopers to write and deploy code without managing or
provisioning the deployment infrastructure (McGrath
and Brenner 2017). Traditionally, a big data applica-
tion developer had to deal with details of the required
storage, database, and processing services for deploy-
ment. This entails knowledge and expertise in several
fields, hence, the deployment process is slowed down.
Alternatively, serverless paradigm removes the burden
of scaling and other provisioning tasks from developers.
Such paradigm relies on functions-as-a-service (FaaS),
where developers divides their applications into small
and stateless blocks to make them executable with-
out any concern about the underlying cloud services
(Carey 2019). Serverless paradigm also offers benefits
from the incurred cost perspective. They charge their
users only on their actual service usage time. That is, a
user is not incurred any cost for the idle time of cloud
resources.

4 Conclusion

The size of digital data is rapidly growing to the extent
that storage and processing have become challenging.
Cloud services have emerged to address these chal-
lenges. Nowadays, cloud providers offer collection of
services that can address different big data demands.
In particular, they provide levels of storage with differ-
ent prices and access latency. They also provide big
data distribution based on CDN techniques to reduce
access latency further. For big data analytics, clouds
offer several services, including NoSQL databases and
in memory big data analytics. Although clouds have
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been instrumental in enabling big data analytics, se-
curity and privacy of data are still major impediments
for many businesses to embrace clouds. Additionally,
Many small or medium organizations may not afford
the cloud infrastructure cost. So, it can be said that
dealing with big data is not well-suited for all types of
organizations.
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