
Table 2. Input parameters for the workload model.

Input ParameterDistributionValues Grid Requests Values Local Requests
No. of VMs Loguniform (l = 0.8, 1.5 ≤ m ≤ 3, h = 5, q = 0.9)(l = 0.8,m = 3, h = 5, q = 0.9)

Request Duration Lognormal (1.5 ≤ a ≤ 2.6,b = 1.5) (a = 1.5,b = 1.0)
Inter-arrival Time Weibull (0.7 ≤ α ≤ 3,β = 0.5) (α = 0.7, β = 0.4)

Pone N/A 0.2 0.3
Ppow2 N/A 0.5 0.6

by requests is given by Equation 18. Therefore, we are able to calculate the mean
request size in Equations 13 and 14.

v̄j = Pone + 2�r�(Ppow2) + 2r (1− (Pone + Ppow2)) (18)

where r is the mean value of the two-stage uniform distribution with parameters
(l,m, h, q) as listed in Table 2 and can be found as follows:

r =
ql +m+ (1− q)h

2
(19)

5.2 Experimental Results

Number of VM Preemptions As mentioned earlier, both resource owners
and users benefit from fewer VM preemptions. From the resource owner per-
spective, fewer preemption leads to less overhead for the underlying system and
improves the utilization of resources. From the user perspective, however, pre-
empting grid leases has different impacts based on the lease types. For Suspend-
able and Migratable leases, preemption leads to increasing completion time. For
Cancelable leases preemption results in terminating that lease. Since users of
different lease types have distinct expectation from the system, it is not easy
to propose a common criterion to measure user satisfaction. Nonetheless, in all
types of leases grid users suffer from lease preemption. Therefore, we believe that
the number of VM preemptions in a Grid is a generic enough metric to express
grid users’ satisfaction.

In this experiment we report the number of VMs getting preempted by ap-
plying different scheduling policies. As we can see in all sub-figures of Figure 3,
the number of VMs preempted almost linearly increases by increasing the av-
erage number of VMs (Figure 3(a)), duration (Figure 3(b)), and arrival rate of
grid requests (Figure 3(c)).

In all cases PAP outperforms other policies specially when the average num-
ber of VMs increases or when duration of grid requests increases. Nonetheless,
we observe less difference between the PAP and two other policies when the
inter-arrival time of grid requests increases (Figure 3(c)). In all cases the dif-
ference between PAP and other policies become more significant when there is
more load in the system which shows the efficiency of PAP when the system is
heavily loaded. In the best situation (in Figure 3(b) where the average duration
of grid requests is 55 minutes) we observe that PAP results in around 1000 less
VM preemptions which is 22.5% less than RRP.

Resource Utilization Time overhead due to VM preemptions leads to resource
under-utilization. Therefore, we are interested to see how different scheduling


