
Considering the above differences, we do not expect that the preemption-
aware scheduling policy performs optimally. In fact, we are trying to examine
how efficient the above analysis would be by substituting the above assumptions
with some approximations.

To adapt the analysis in a way that covers requests that need several VMs
we modify the service time of grid requests on cluster j (θj) and local requests
on cluster j (τj) in the following way:

θj =
v̄j · d̄j
Mjsj

(13)

τj =
ζ̄j · ε̄j
Mjsj

(14)

Algorithm 1: Preemption-Aware Scheduling Policy (PAP).

Input: Λ̄j ,θj ,ωj ,λj ,τj ,µj , for all 1 ≤ j ≤ N .
Output: (Λ̂j) load distribution of grid requests to different clusters, for all

1 ≤ j ≤ N .
1 for j ← 1 to N do

2 ψj =
λjµj

2(1−ρj)2
+

θj
(1−ρj)

;

3 Sort (ψ);
4 k ← 1;
5 while k < N do

6 if
�k

j=1 φj(ψk) ≥
��k

j=1
(1−ρj)

θj

�
− Λ then

7 break;
8 else

9 k ← k + 1;

10 lb ← ψk;
11 ub = 2 ∗ lb;

12 while
�k

j=1 φj(ub) >

��k
j=1

(1−ρj)

θj

�
− Λ do

13 ub = 2 ∗ ub;
14 while ub− lb > � do

15 z ← (lb+ ub)/2;

16 if
�k

j=1 φj(z) ≥
��k

j=1
(1−ρj)

θj

�
− Λ then

17 lb ← z;
18 else

19 ub ← z;

20 for j ← 1 to k do

21 Λ̂j =
(1−ρj)

θj
− 1

θj

�
(1−ρj)(ωj(1−ρj))+θjλjµj

2θj(1−ρj)z+(ωj−2θ2j )
;

22 for j ← k + 1 to N do

23 Λ̂j = 0;


