
and considering Equation 5, then we have:

N�

j=1

φj(lb) ≥
� N�

j=1

(1− ρj)

θj

�
− Λ (9)

The upper bound also can be worked out based on Equation 10. ub can be

reached by doubling lb up until the condition is met.

N�

j=1

φj(ub) ≤
� N�

j=1

(1− ρj)

θj

�
− Λ (10)

If condition in Equation 9 is not met, then we have to decrease lb by remov-

ing clusters which are heavily loaded. Load of a cluster j is comprised of local

requests that have been arrived and grid requests which are already assigned to

the cluster. The load can be calculated as follows.

ψj =
λjµj

2(1− ρj)2
+

θj
(1− ρj)

(11)

For the sake of simplicity, in Equation 12 we have assumed that ψ1 ≤ ψ2... ≤
ψN .

k�

j=1

φj(ψk) ≥
� k�

j=1

(1− ρj)

θj

�
− Λ (12)

It is worth mentioning that values bigger than k would not receive any grid

request from the gateway (i.e. Λ̂k+1 = Λ̂k+2 = ... = Λ̂N = 0).

4 Preemption-aware Scheduling Policy

In this section we discuss how the analysis mentioned in previous section can be

adapted as the scheduling policy for grid requests inside IGG.

In fact, the analysis provided in Section 3 was based on some widely used

assumptions. However, some of these assumptions do not hold for case of the

multi-cluster that we are investigating. Here, we state these assumptions and

discuss if they are hold in the multi-cluster scenario we encounter in InterGrid.

In the analysis provided in Section 3 we assumed that:

– each cluster was an M/G/1 queue. However, in InterGrid we are investigating

each cluster as a G/G/Mj queue.

– all requests needed one VM. However, in InterGrid we consider requests that

need several VMs for a certain amount of time.

– local requests could preempt grid requests. However, in InterGrid not all grid

requests are preemptable. In fact, if the grid request is Non-Preemptable (see

Section 2), it cannot be preempted by local requests.

– each queue is run in FCFS fashion. However, in order to improve the re-

source utilization we consider conservative backfilling [10] method in the

local schedulers.


